
    In this paper, we present an assistant system for disabled people based 
on eye tracking by using humanoid robot.
    The aim of this research is to get human being's purpose by tracking 
gaze characteristics and guide a humanoid robot to perform a related 
tasks.
    We addressed the problem of recognizing the operation intentions of 
disabled people to a head mounted device with eye tracking function. 
Neural network has been employed in the calibration and tracking 
process for improving the accuracy and flexibility of the system.
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Eye Tracking Device and Pupil Center Detection

    The eye tracking prototype hardware is made by ourselves. It is a 
wearable device including an eye capture camera attachedwith NIR 
LED. 
    The pupil center detection is the a part of getting pupil center by 
image processing[1].

Object Recognition with Humanoid Robot

 Fig.7 Reference and Estimated
Gaze Position

    In this paper, we designed a low cost, wearable eye tracking system 
and proposed a new calibration method by using random calibration 
points and using neural network. Then, the NAO humanoid robot 
assists user to get object by using object recognition worked with gaze 
estimation.
    In future work, we would decrease the calibration process time and 
try to get object’s 3D coordinates by using depth estimation through 
image processing.

     Fig.1 Overall Procedure for Proposed System

    The system consists of three components for estimating of user's gaze 
position, establishing the initial set of objects and guiding humanoid 
robot assist with a task respectively.

    The first part is calibration of 
eye tracking system. In the second 
part we asked user to  control 
NAO by gaze. When an object is 
found and user blinked his eye, the 
robot will get the object by using 
its hands. 

Fig.5 Neural Network for
Gaze Estimating

 Fig.2 Proposed Eye Tracking Device

 Fig.3 Eye Image Capturing 
and Pupil Center

 Fig.4 Pupil Center Detection Flow

Gaze Estimation
    In this research, the gaze estimation has been achieved by using 
neural network (NN) to improve the robustness and adaptability of the 
system. 
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 Px,  Py  : pupil center coordinates;
 Gx, Gy : gaze position coordinates;
 Ix,   Iy  : input nodes;
 Ox,Oy  : output nodes;
 w1i      : weight value;
 Hi            : hidden node.

    For example, the output value Gx of NN can be calculated as follows:
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Table 1 Parameter Setting of Neural Network

Desired error ≤0.1%

Maximum trial number 3000

Number of hidden neurons 9

Number of layers 3

Learning rate 0.7

Table 2 Accuracy of Gaze Estimation

X-axis Y-axis

Distance(cm) 0.9204 0.7841

Direction(deg) 1.172 0.998

1. Introduction
Where input I1, I2 and output X, Y are pupil center

coordinates in 2D plane of camera image and user’s
gaze position coordinates in computer screen, respec-
tively. w1i is the weight value between input node
(I1) and the hidden node Hi. For the structure of
NN, we tried to perform with various specifications.
Here we used the sigmoid function as the transmission
function. The parameters of NN are shown in Table
1.

For example, the output value X of NN can be cal-
culated as follows:
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2. Experiments
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    After learning object recognition 
[2], when an object appeared in the 
view field of NAO, we can get the 
position of object in NAO’s coordinate 
system. This process is achieved 
by using the ALVisionRecognition 
module from NAO SDK. 

 Fig.6 Field View of NAO 

Experimental Results
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